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1 Introduction

In recent years, the number of connected devices generating and exchanging data has dramatically increased by introduction of Internet of Things (IoT), pervasive and Edge Computing. The operations related to computing infrastructures and network management have become more challenging, due to large amount of generated data, device mobility and new types of services [1, 2].

Despite the rapid evolution of the data-processing speed, the bandwidth of the network that carries data to and from the Cloud has not increased appreciably [3]. In traditional Cloud computing, the data is offloaded from Edge devices to the Cloud for processing. Thus, with Edge devices generating more data, the network is becoming Cloud computing’s bottleneck. In these cases, the processing time of time-critical applications is often limited by the network...
delay [3, 4]. Also, when we have a large number of devices sensing the environment, uploading the data they generate, it would cause additional network congestion, increasing the network delay, even further. Therefore, there is a need for evolution of network infrastructure management paradigm, which would suit better the novel use cases and services with large number of portable and wearable devices involved, sensing, generating the data about the environment, taking the corresponding action based on decisions brought as a result of data processing and analysis.

The concept of enabling a computer to sense information without any human intervention and act accordingly has been applied to a variety of sectors, from home entertainment, transportation, product manufacturing, environmental engineering to healthcare and aerospace engineering. Due to such variety, the second major issue appears. Keeping the privacy and dealing with security of the information in more sensitive domains is crucial. In most cases, it is regulated by law, legal regulations and policies (such as GDPR\footnote{https://eugdpr.org/}) that could dramatically restrict the freedom of data movement [3, 4]. Due to laws and regulations, in some cases the data is not allowed to leave the boundaries of the institution storing the data. Thus, in these cases, the data has to be processed within the Edge, instead of being uploaded over vulnerable network to the Cloud.

A possible solution to tackle the mentioned issues is to move the data processing closer to the data generators and consumers [4, 5]. In order to achieve this, it is necessary to enable the application flexibility, so the computation task movement can be performed without affecting the functional aspects of the original application [5].

Therefore, the deployment, monitoring and configuration of such applications is becoming quite challenging. Due to mentioned issues, these operations are more complex and time-consuming, especially if done manually. According to the current trends in software development methodology, such as DevOps, development and operations are tightly integrated in order to provide fast, flexible development and high-quality deliveries in close alignment with business objectives. For this reason, there is a need for a high degree of automation when it comes to the mentioned operations [6, 7].

In this paper, we focus on issues of management, deployment and configuration of container-based applications in order to deal with challenges of new services and use cases. For this purpose, novel concepts and technologies are explored: container-based virtualization, Software-Defined Networking (SDN) and Network Function Virtualization (NFV). As an outcome of the research, we propose a model-driven, semantic-enabled framework for flexible,
automated deployment of container-based applications leveraging the synergy of SDN and NFV in order to improve their performance. Principles of model-driven software engineering are used in order to determine the structure and rules for definition of deployment diagrams in design-time, while the semantic reasoning is utilized to draw conclusions that could lead to refined deployment with purpose of performance improvement based on knowledge obtained during both the design- and run-time. In design-time, the topology of deployment diagrams is analyzed, while network monitoring and performance measurement knowledge is utilized in run-time. We decide to use containerized Virtual Network Functions (VNFs) due to fact that they are lighter compared to fully-fledged virtual machines and are more suitable for novel use cases and services where increased mobility and flexibility are required in order to support scenarios such as service hand over or migration.

2 Related Work

Among the published results, several related works utilizing model-driven engineering and automated code generation have been identified. Moreover, the relevance of this approach has been approved by the fact that there have been several recent Horizon 2020 projects (DICE\(^3\) [8] and DITAS\(^4\) [4, 9], for example) based on it.

A significant work in area of Cloud application modeling languages is CloudML, presented in [10]. The deployment model serves as a starting point for the generation of the infrastructure management code, so the application can be deployed using the corresponding deployment engine. Similar approach was used in this paper. However, our goal was to make a modeling language that is even more intuitive than the one presented in [10] by using the familiar UML deployment diagram-alike annotation and introduce the additional modeling concepts to support the scenarios of Edge computing.

The design of execution environment for computation task movement presented in [5] served as a basis for this research. However, it does not support container data persistence and offers quite limited modeling capabilities, as its modeling tool is based on Node-RED data flow editor.

Solutions presented in [11, 12] offer automated, model-driven deployment of container-based applications. The later also includes scenarios of computation task movement between devices of different computing architectures in IoT systems (x86 and ARM), supporting the scenarios of Edge computing. While both of them utilize automated code generation, they only offer static deployment of a given topology and do not involve the re-

\(^{3}\) http://diceh2020.eu/

\(^{4}\) https://www.ditas-project.eu/
deployment mechanisms for performance improvement based on run-time information, neither support SDN or VNF. Furthermore, they do not offer automatic check whether the provided deployment model complies with data movement regulations or no. The framework presented in [12] does not support container data movement.

In [8], a framework for automated, model-driven deployment of data-intensive Cloud applications with iterative enhancements based on run-time metrics using traditional hypervisor-based virtual machines has been presented. The modeling language used for creation of deployment diagrams in this case is quite similar to one presented in [10]. However, this solution does not leverage SDN and provides quite limited support when it comes to VNF (only simple firewall rule generation). It mainly targets the traditional x86-based servers and does not support deployment to low-power and IoT smart devices.

On the other side, [4, 9] deals with mechanisms for automated deployment of data-intensive applications that have to comply with given data movement policies and constraints with support for both Cloud and Edge computing. While it supports both the computation task and data movement, this solution does not provide full materialization of deployment diagrams and does not benefit from SDN for performance tuning, but is rather focused on data utility assessment, data movement issues and how data movement affects the QoS and application performance.

In all of the mentioned cases, the combination of model-driven approach and automated code generation has shown significant speed-up of deployment procedure compared to manual operations, for both hypervisor- and container-based applications. However, these solutions do not leverage the synergy of VNF and SDN.

However, the solutions proposed in [13, 14] make use of Virtual Network Functions combined with SDN with objective to provide more flexible live video streaming platform which would make the management operations for Telco operators. The VNFs are deployed according to pre-defined QoS parameters by each client and traffic control rules applied to shape the service chain. Similarly, the framework presented in this paper leverages the synergy of VNF and SDN, making the applications more flexible and adaptable to the changes in execution environment and QoS parameters.

3 Background

In this section, the underlying concepts used for development of our framework are presented. For each of them, an overview and role they have within the context of our research are given.
3.1 SDN and VNF

As results of research efforts in networking last few years, two new concepts have emerged: Software Defined Networking (SDN) and Network Functions Virtualization (NFV).

The main idea of SDN is to simplify network hardware and make the network configuration easier, while improving the network control flexibility by separating the system that decides where traffic is sent (control plane) from the system that pushes data packets to specific destinations (data plane) and provides central programmatic access which enables more efficient resource utilization [2, 15]. By centralizing the network intelligence, decision-making within the network is performed on a global view of the network, opposed to traditional approach, where each node has its own view and is unaware of the overall network state. This kind of programmability enables network configuration to be highly automated. Using the SDN controller APIs, it is possible to implement practically any algorithm which may perform the exact traffic routing that suits the concrete scenario. OpenFlow [15] is a communication protocol which gives access to forwarding plane of a network switch or router. It was the first standard supporting the concepts of SDN architecture. In this paper, a Java-based Open Flow controller Floodlight5 was used.

Virtualization of computing resources has changed the concept of infrastructure management and has led to many benefits, such as reduction of the operational costs and making the deployment procedures more convenient. In last few years, a similar approach has emerged when it comes to network resources. Network Functions Virtualization (NFV) enables replacing the traditional physical network devices with software running on conventional commodity servers [2]. This software implements the network functions (called “Virtual Network Functions”) that were originally provided by the dedicated hardware. This concept provides a way to reduce cost and accelerate the service deployment procedure by decoupling network functions from the dedicated hardware and moving them to virtual servers. It gives ability to Internet Service Providers for incremental service deployment in order to satisfy customers’ demands in short time. One of the most popular platforms for deployment and orchestration of VNFs running inside cloud virtual machines is Cloudify6 in combination with OpenStack7. However, in this research we target the deployment of container-based VNFs within the Edge of the network, which is a use case not covered by Cloudify out of the box. Currently, the supported VNFs within our framework are: switch, router, load balancer, parental control device and firewall.

5 http://www.projectfloodlight.org/floodlight
6 https://cloudify.co/
7 https://www.openstack.org/
NFV is not SDN-dependent. It is possible to implement a virtual network function without any usage of SDN-related concepts. However, leveraging the SDN concepts to implement and manage infrastructure based on virtual network functions can be highly beneficial, as it provides fine-grained traffic control and increases the overall flexibility. Therefore, we can say that these two concepts (SDN and NFV) are complementary [1, 2]. In context of this research, containerized virtual network functions are used as a specific type of deployable tasks, while SDN is used to shape the traffic flow between the devices and the deployed virtual network functions in order to support specific scenarios recognized using semantic analysis within the deployment diagram.

3.2 Container-based virtualization

In recent years, in domain of computing resource virtualization another approach appears – container-based virtualization. Containerization is a lightweight mechanism for isolation of running processes, so their interaction is limited only to their designated resources. This way, a virtual execution environment is created at a software level inside the host machine. Containers have been around in Linux for some period already, but they have recently become popular due to open-source technology named Docker8. The whole system becomes more resource-efficient as there is no additional layer of hypervisor, and thus no full operating system which can occupy a lot of storage space and memory for each virtual machine [16]. Therefore, container-based virtualization is much more IoT device-friendly. There is a complete Docker ARM port compatible with Raspberry Pi (that was used as a representative example of ARM IoT devices). Thus, we decided to use Docker containers as computation task abstraction [5], which enables to easily move tasks between Cloud and Edge and between devices with different computing architectures by using computation task Docker image counterparts for each of the considered architectures.

When it comes to data management, Docker containers were originally designed to be stateless. It means that changes made during the container execution are not persistent as in case of traditional virtual machines. For this purpose, the concept of volumes was introduced. Volumes9 are preferred mechanism for persisting data by Docker containers. They represent host directories mounted to containers. Therefore, inter-host volume management requires additional mechanisms to be implemented and integrated in order enable the persistence in container-based applications.

8 https://www.docker.com/
9 https://docs.docker.com/storage/volumes/
Container management, scheduling and orchestration technologies (such as Docker Swarm\textsuperscript{10} and Kubernetes\textsuperscript{11}) are usually used for deployment and management of large-scale container-based applications and services, as they provide container clustering and replication, which in combination with load balancing mechanisms enables the scalability and fault tolerance features. The underlying container management system used for the implementation in this research is Docker Swarm. There are two types of devices within the container cluster: master node and worker nodes. The Swarm is created at master node which is responsible for container management and service creation. The service creation consists of allocation of the desired container to the right device which had joined the Swarm previously and exposing the selected ports. As a container repository, we use public Docker Hub\textsuperscript{12} repositories which should contain two versions of each task – ARM and x86, with same name but different suffix. This way, we ensure that, in case of computation task movement, each device can find the right container (ARM or x86). When it comes to data persistence, a separate private SVN repository was used to keep the volume data for each of the containers. Before the service creation, the corresponding data volume is downloaded to the target device and then mounted to the task container. Each time before the task migration is performed, the container data volume directory is committed to SVN, so it can be later mounted by the other host device that will execute the task. During the execution, all the HTTP requests directed to the considered container-based application are first sent to the Docker Swarm master. After that, the master resolves the Swarm worker device where the service is actually deployed, according to the port used to expose the service.

### 3.3 Metamodeling

Metamodeling is analysis, construction and development of rules, constraints, models and theories applicable and useful for modeling a predefined class of problems [17]. A metamodel is a model of a modeling language which defines the structure and constraints for a family of models. In context of our framework, a metamodel is used to define the structure of the modeling language that is used for creation of deployment diagrams. The user is able to draw a deployment diagram using the modeling tool, which is a part of the proposed framework. The deployment diagram is materialized once the deployment code is generated and submitted to the deployment platform. The rules and constraints related to modeling in our framework are defined by the metamodel given in Fig. 1.

\textsuperscript{10} https://docs.docker.com/engine/swarm/
\textsuperscript{11} https://kubernetes.io/
\textsuperscript{12} https://hub.docker.com/
There are two main concepts in our deployment model: device and task. Each deployment diagram created by our modelling tool consists of devices, while some of the devices also contain the allocated tasks.

Devices are split into two categories: consumer devices and servers. Consumer devices are different types of devices (such as traditional desktop PCs, laptops, smartphones, IoT devices) that belong to customers, used for various purposes (from social networking and home entertainment to healthcare applications and enterprise use cases). Servers are devices that belong to the provider that are able to host various applications and services. They can be either traditional x86 or ARM devices.

For each of the consumer devices, we can optionally insert information about IP address, MAC address, number of cores, memory and storage capacity, processor architecture which can be utilized in order to optimize the network deployment, generate additional networking rules or make use of SDN by generating the traffic control rules based on the topology. This kind of information can be especially useful in cases where it is necessary to support Edge computing scenarios. On the other side, the previously mentioned parameters are obligatory for server devices, together with some additional server-specific information, such as username and password (used for SSH), Docker Swarm token (that is used to join the container cluster belonging to a particular Swarm master) and location (Cloud or Edge). Location is of utmost importance as it is used by the mechanisms that provide compliance with given privacy and security policies.

Tasks are abstractions of applications and services offered to customers by service providers. Within the scope of our framework, each of them represents a Docker container which is deployable only to service provider machines. A Docker container is identified by its repository and name within the Docker Hub, which is used as a repository and service discovery. Virtual Network
Functions (VNFs) are specific task type that can be hosted by provider’s server device. However, the task can also be any other service (such as video streaming, augmented reality or speech recognition application); it is not necessarily a VNF. As each task corresponds to a Docker container, there are two more parameters: the external port for the service access and internal port used within the Docker host machine. Volume directory is a parameter that specifies the directory within the server that is mounted to the container in order to provide the data persistence utilizing the working principle of Docker volumes. As VNFs are run within the Docker containers, the configuration file path inside the mounted volume can be set for cases when some additional networking rules can be automatically generated which would require the configuration file modification, such as routing table, firewall rules etc. Knowing the right configuration file path gives us also possibility to automatically generate even these rules, store them into a file which will be mounted to the container. Among the VNFs, we have many typical well-known network functions, such as router, load balancer, intrusion detection, parental control, firewall and many others.

Relationship between server and other devices is annotated as <<ProvidesServiceTo>>. This way, we define which consumer devices are under the influence of the deployed VNFs. The devices affected by the virtual network functions could be both consumer devices and other service provider servers. <<TaskDependency>> is a directed association, describing the fact that tasks can be dependent on each other, so the output of one task can be used as the input of another one, which makes an execution flow.

Execution location represents the environment where the considered task could be executed due to data movement constraints, legal regulations, security and privacy policies. According to this, some of the tasks are allowed to be executed only within the Edge of the network, without leaving the physical boundaries of the organization. On the other side, there are tasks whose execution location is not constrained, so they can be executed also in Cloud. Each device can physically reside in Cloud or Edge. Therefore, the metamodel constraint rules could take care of matching execution environment for each of the tasks that have to be deployed. Alternatively, if execution location and server IP address for some task are not specified in the deployment diagram, they will be determined automatically according to the pre-defined policy or a set of constraints.

For the development of our modelling tool, ADOxx metamodeling platform\textsuperscript{13} was used. It provides ability to create a full modeling software with graphical user interface based on UML-alike metamodel definition written in ADOxx Definition Language. Additionally, it is also possible to define

\textsuperscript{13} https://www.adoxx.org/live/home
modeling rules and constraints. We decided to use ADOxx platform, as it provides an easy and convenient way to automatically construct a complete standalone model editor with visual elements, just by definition of the metamodel which represents the domain of interest.

3.4 Semantic technology

Semantic analysis of a program code is a process of understanding the meaning of the program code based on its context, in a similar way as humans do. However, in order to perform the semantic analysis, it is required both to parse the code and store the knowledge extracted from code in a way that is suitable for reasoning mechanisms, as the knowledge representation formalism used in semantic Web technologies allows logical reasoning that gives ability to infer new information or knowledge from the existing facts.

For this purpose, we use ontologies. Ontology is a formal representation and definition of categories, their properties and relations between concepts, data and entities that substantiate one, many or all domains. RDF\(^{14}\) is used to formally describe ontologies. It is a data model that provides a way to express simple statements about resources, using named properties and values [18, 19]. In context of RDF, classes are used to define types of things and categories. In addition to defining the classes of things within the ontology, it is also possible to define specific properties that characterize those classes of things. Relations and facts about the classes, their properties and relations are stored as triplets within the RDF triple store for both the ontology definition and its instances. SPARQL\(^{15}\) is a semantic query language, which is able to retrieve and manipulate the data stored within the RDF triple store [18, 19]. We use the results of SPARQL queries for semantic reasoning, according to the given domain-specific rules, in order to identify specific deployment cases, network states, system conditions and scenarios.

In context of this paper, ontologies are used to represent the knowledge about various design- and run- time aspects. Deployment Model Ontology consists of semantic annotations of the user-created deployment diagrams designed using the modeling tool. While the previously presented metamodel defines the modeling language and static structure of deployment diagram, completely defined at design-time, the Monitoring Data Ontology is used for semantic analysis which includes reasoning mechanisms involving also the knowledge obtained during the run-time beside the design-time aspects. Within our framework, we embed the mechanisms of automatic re-deployment at run-time, according to the system state and changes of condition in execution environment. For this purpose, various aspects are considered: number of

---

\(^{14}\) https://www.w3.org/RDF/

\(^{15}\) https://www.w3.org/TR/rdf-sparql-query/
devices using the service, connection speed, signal strength, various QoS metrics, such as latency and jitter. They are used to express various aspects and consequences related to device mobility and varying network conditions. In Fig. 2, an excerpt from the ontology that captures the run-time knowledge is given.

Fig. 2 – An excerpt from the ontology capturing the run-time knowledge about the deployed services – Monitoring Data Ontology.

Furthermore, the Policy/Constraint Ontology is used to represent the facts about legal regulations that could constraint the data movement and user-defined policies which are used in order to select the appropriate device for the task deployment, as shown in Fig. 3. It is possible to specify whether the task has to be executed in Cloud, Edge or both and the algorithm which is used to select the device where the task is going to be deployed. Several algorithms that perform the server selection according to some criteria related to their features were implemented, such as fastest CPU, largest memory available, minimal network delay and most consumers connected. While the task execution environment is determined by legal regulations which could constraint the freedom of data movement, the selection of the criteria used to allocate a certain task to the specific device is only up to user.

Fig. 3 – Policy/constraint ontology.
Device Capabilities Ontology holds the knowledge about the service provider’s available devices and their features, important for task allocation mechanisms. An excerpt from this ontology is shown in Fig. 4. For each of the devices, it is necessary to know its computing architecture type, total and remaining memory available, total and remaining storage available, number of CPUs, available network interfaces and location where it resides (Cloud or Edge). Furthermore, the devices can be SDN-enabled, so there is a distinct subclass. Additionally, the devices can contain attached sensors that are taken into account for deployment of specific applications where they are necessary. This knowledge about the available provider’s devices is of utmost importance in cases when the exact device that will execute a given task is not known in advance, so the task allocation should be done using automatic mechanisms that also involve device capability matching. Therefore, Policy/Constraints Ontology is used to represent the knowledge that is used to determine the execution location for a task according to the pre-defined constraints and which algorithm should be used for selection policy. On the other side, the Device Capabilities Ontology is responsible for the selection of the exact device that satisfies the given criteria, when it comes to memory available, types of available network interfaces and location where it resides.

In order to perform the semantic analysis, we define domain-specific rules and assertions that are translated to SPARQL queries executed against the RDF triple store which contains the knowledge obtained at both design- and run-time. Based on these results, the reasoning is performed, conclusions are drawn and as an outcome, the code for both the infrastructure and network management is generated according to the actions that have to be taken. The domain-specific rules are defined using the Deployment Rule Ontology, as shown in Fig. 5. Each deployment rule consists of conditions that are going to be tested and actions that have to be taken if the conditions are fulfilled. The
conditions can be detected using either design-time (user-drawn deployment diagram) or run-time (monitoring data) knowledge. A SPARQL query is assigned to each of the conditions. According to the given ontology, deployment rules are defined as:

$$\text{rule}_i : \text{if} \ (d_1 \land \ldots \land d_m) \land \ (r_1 \land \ldots \land r_n) \text{ then } \text{action}_1 \land \ldots \land \text{action}_k$$

![Fig. 5 – Deployment Rule Ontology.](image)

### 4 Implementation overview

In this section, the components of the framework for automated model-based, semantic-driven deployment of containerized applications and the underlying mechanisms are presented (illustrated in Fig 6.).

First, the user draws a deployment diagram using the drag-and-drop graphical interface of the modeling tool environment using the available elements and connecting them. Additionally, the user needs to configure the necessary parameters specific to the concrete type of elements (such as IP or MAC address etc.). Once the modeling is done, the deployment model is exported as XML file written in a domain-specific language.

![Fig. 6 – Overview of the framework for automated model-driven deployment of container-based applications.](image)

After that, the semantic analysis of the code given in model’s domain-specific language is performed. The code written in domain-specific language is parsed and necessary information from the code is inserted as a set of triples into the RDF triple store. The model of the triples that are inserted is defined by the corresponding ontologies. Then, according to domain-specific rules, the
reasoning is performed, by executing SPARQL queries against the triple store. These domain-specific rules embed the expert knowledge to treat different use cases where the information from the user-defined deployment diagram could be leveraged in order to optimize the network topology relying on flexibility of SDN. On the other side, the deployment diagram is also checked whether it complies with the pre-defined constraints imposed by legal regulations and policies related to data movement. The reasoning results are consolidated and further processed, so the conclusions can be used by the code generator.

Furthermore, the code generation is performed taking into account both the original deployment model definition and results obtained within the step of semantic analysis. Two types of codes are generated: infrastructure management code (Docker/Docker Swarm or Kubernetes CLI commands) and SDN traffic control OpenFlow rules. Infrastructure management code is responsible for deployment of the desired applications and services in form of containers (both the virtual network functions and others) to the server machines that belong to the service provider. On the other side, SDN rules are used to shape the traffic forwarding within the service provider network. These rules are utilized by SDN-enabled switches and routers, which exist either as virtual instances or real networking hardware. The code generation mechanism is based on the algorithm presented in [12] with extensions related to semantic analysis, SDN rule generation and persistent data management. The results of semantic analysis are used for decision whether it is necessary to generate some specific part of code or no. As one of results, SDN rules are generated in particular scenarios. Moreover, in order to provide container data persistence, the additional commands related to downloading the corresponding image from SVN and volume mounting are also generated.

Finally, both the infrastructure management commands and traffic control rules are submitted to the deployment platform. The deployment platform reads the generated script and executes the corresponding commands in order to allocate the desired containers to provider’s computing infrastructure using the targeted underlying container orchestration and management system, while the SDN controller shapes the network traffic through the provider’s SDN-enabled network functions and devices, according to the generated traffic control SDN rules.

Furthermore, the deployment platform also includes the network status and performance monitoring component, which records the information of the current network state and quality of service (such as number of users connected, utilization of resources, connection/signal strength, speed, delay, number of connected users). This data is filtered, processed and analyzed in order to extract the run-time knowledge. The knowledge obtained as result of data analysis is stored within the RDF triple store. Therefore, it is possible to execute
SPARQL queries and perform reasoning about the run-time conditions. This way, the run-time knowledge is used to perform fine-tuning and re-deployment of the deployed services according to the changes of network state and run-time execution environment. The run-time semantic analysis by the deployment and monitoring platform can be performed periodically or activated by triggers, in order to detect network condition or topology changes which can lead to new code generation, re-deployment or configuration modifications with goal to increase the performance and quality of service of the running applications. Fig. 7 shows the detailed structure of the deployment platform with embedded monitoring, data mining and run-time semantic analysis components.

![Fig. 7 – Working principle overview of the deployment platform with embedded mechanisms for run-time semantic analysis.](image)

### 4 Scenarios

In this section, three usage scenarios are presented illustrating how both service consumers and providers can benefit from the proposed approach. The first scenario presents an example of design-time semantic analysis. The second scenario is about the deployment under the execution environment constraints due to legal regulations and policies. Finally, the third scenario illustrates the possible benefits of re-deployment based on run-time semantic analysis.

#### 5.1 Design-time semantic analysis: Parental control service

Let us assume that a family that consists of parents and small children uses internet connection provided by ISP at home. However, the parents want to restrict the access, so that the children would not be able to watch the content that is not suitable for their age (such as movies and video games which contain violence). On the other side, the access to the content from other devices should not be affected. Moreover, the assumption is that the internet is accessed using the virtual router hosted on provider’s server.

In this case, it would be convenient for the service provider to offer a service of parental control for additional monthly fee and deploy it just by running the parental control application container on their server. This way, the installation, setup and networking hardware cost would be significantly reduced.

First, the deployment diagram is created by our modeling tool. The parental control element is added to the server and all the devices that belong to the children are connected to the server via <<ProvidesServiceTo>> relationship.
For the provider’s server, it is necessary to provide IP address, while for children’s devices (phone and tablet) MAC address should be provided. Once the deployment model is completed, the automatic code generation process can be launched. The infrastructure management code for the deployment of the parental control service is generated and the corresponding container should be deployed on the target provider’s server. Furthermore, the content filtering rules are generated only for consumer devices whose MAC addresses belong to the given set, submitted to the SDN controller and applied, while all other devices remain unaffected. Furthermore, the semantic analysis of the deployment model code is performed to retrieve the devices which should be under the influence of parental control by executing a SPARQL query.

Finally, for each of the retrieved devices connected to the server where parental control service is deployed, a content filtering rule is generated and applied to the SDN controller in order to take an effect.

5.2 Deployment under execution environment constraints: Infraction test

In this scenario, we are considering the deployment of infraction test application that is used within the medical information system. The application consists of several tasks, packed as Docker containers, each of them running a PHP or database server (MySQL or MongoDB) and performing some data-related operations: data storage/retrieval or processing. There are three types of data processing tasks involved: ECG image analysis, troponin result analysis and infraction test. ECG image analysis takes an ECG image as input in order to determine whether it contains anomalies or no. Troponin result analysis determines whether the patient’s troponin presence in blood is above the given threshold. Finally, the infraction test gives the answer whether the patient had infraction or no. If both the ECG image contains anomalies and troponin is above the given threshold, then the answer is “yes”. Otherwise, the answer is “no”. Fig. 8 shows the structure of the infraction test application.

Table 1 shows an overview and description of tasks that were used to construct the infraction test application. Each of the tasks actually corresponds to a separate Docker image. The first column presents a name of the task. The second column contains the name of the technology used by the task. The third column (environment) tells if the task has to be executed in Cloud or within the Edge of our network during the experiment. The last column indicates the computing architecture of the device executing the considered task.

The deployment model was created using our modeling tool, while the execution environment constraints were inserted into knowledge base, according to the Policy/constraint ontology. For each of the tasks present in the deployment model, the execution location was determined using the design-time semantic analysis.
Furthermore, it is needed to perform the device capability matching according to the location where they reside. The SPARQL query executed in this case returns the possible task-device mapping by matching the task execution environment with device location. After that, the Docker infrastructure code is generated and submitted to the master for service creation.

**Table 1**  
*Infraction test application task overview.*

<table>
<thead>
<tr>
<th>Task Name</th>
<th>Tech.</th>
<th>Environment</th>
<th>Architecture</th>
</tr>
</thead>
<tbody>
<tr>
<td>ECG read data</td>
<td>MongoDB</td>
<td>Edge</td>
<td>ARM</td>
</tr>
<tr>
<td>ECG processing</td>
<td>PHP</td>
<td>Edge</td>
<td>ARM</td>
</tr>
<tr>
<td>ECG write data</td>
<td>MongoDB</td>
<td>Cloud</td>
<td>X86</td>
</tr>
<tr>
<td>Troponin read data</td>
<td>MongoDB</td>
<td>Edge</td>
<td>ARM</td>
</tr>
<tr>
<td>Troponin processing</td>
<td>PHP</td>
<td>Edge</td>
<td>X86</td>
</tr>
<tr>
<td>Troponin write data</td>
<td>MongoDB</td>
<td>Cloud</td>
<td>X86</td>
</tr>
<tr>
<td>ECG read result</td>
<td>MongoDB</td>
<td>Edge</td>
<td>ARM</td>
</tr>
<tr>
<td>Troponin read result</td>
<td>MongoDB</td>
<td>Edge</td>
<td>ARM</td>
</tr>
<tr>
<td>Infraction check</td>
<td>PHP</td>
<td>Cloud</td>
<td>X86</td>
</tr>
<tr>
<td>Result storage</td>
<td>MySQL</td>
<td>Cloud</td>
<td>X86</td>
</tr>
</tbody>
</table>

### 5.3 Run-time service re-deployment: Augmented reality application

Let us assume that museum offers a mobile application which enhances the user experience during the visit by providing real-time augmented reality
elements. For example, the user scans a QR beside the artifact, and the rotation-enabled animated 3D model appears near QR code and the spoken story about the observed museum artifact begins. However, in this case the latency could be critical as mobile device would have to download the 3D models, voice files, display the model in the right position and handle the rotation commands given by user. In this case, the museum offers an Edge server which would provide faster download of the content and processing necessary for the 3D model rendering and animation, while the mobile device itself would just record with the camera and send the stream to the Edge server and display the animation results, eliminating this way the overhead introduced by 3D rendering and image processing. Furthermore, there could be many candidate servers, located in different parts of the museum where the application can be deployed. In our case, there were six users and four candidate servers. This scenario illustrates the flexibility of the applied approach to application deployment and ability to adapt to environment changes in case when the server for deployment is selected according to the “most consumers connected” algorithm.

In the beginning, the augmented reality container is deployed to the server, near the entrance of the museum. However, during the museum tour, the visitors move from one place to another (as illustrated in Fig. 9). At one point the connection to the augmented reality server becomes weak, causing the network drops and reduction of the quality of service. In this case, the results of run-time semantic analysis of the network monitoring data will indicate that the quality of service has dramatically dropped. A SPARQL query that returns the number of connected devices to each server is used in this case. The augmented reality service running on server near entrance will be migrated to server with the largest number of visitors nearby, based on connection signal strength. Also, the SDN rules will be modified in order to support the migration of the service.

![Fig. 9 – Run-time re-deployment scenario.](image-url)
5 Evaluation

In this section, the performance evaluation of proposed framework is presented. The time needed to deploy a given application using our platform and tools for automated deployment was compared against the time needed for the deployment of the same application, if done manually.

The applications from the previously mentioned scenarios where used during the experiments. For evaluation purposes, a laptop equipped with Intel i7 7700HQ CPU and 16GB of DDR4 RAM was used as a Docker Swarm master running the deployment platform and SDN controller in Ubuntu Linux. The same machine was also used for the execution of SPARQL queries, semantic analysis and code generation. The backend of the deployment platform was written in Java.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Parental control</td>
<td>34</td>
<td>4.57</td>
<td>3.12</td>
<td>7.51</td>
<td>19.44</td>
<td>68.64</td>
<td>220</td>
<td>3.21</td>
</tr>
<tr>
<td>Infraction test</td>
<td>58</td>
<td>5.21</td>
<td>4.23</td>
<td>8.59</td>
<td>14.87</td>
<td>90.9</td>
<td>560</td>
<td>6.16</td>
</tr>
<tr>
<td>AR app.</td>
<td>21</td>
<td>2.17</td>
<td>2.52</td>
<td>2.76</td>
<td>18.13</td>
<td>46.58</td>
<td>170</td>
<td>3.64</td>
</tr>
</tbody>
</table>

In Table 2, the evaluation results are presented. The first column presents the scenario name. The second column shows the time needed for user to draw a deployment diagram of the corresponding application using our modeling tool. The third column is the time needed to parse and semantically annotate the deployment diagram or other data (such as network/performance monitoring stats). The fourth column is the time that is spent for the execution of the corresponding SPARQL queries necessary for the semantic reasoning mechanisms. The fifth column holds the values of time needed for the code generation. The sixth column represents the time that needed for the deployment of the generated infrastructure code and SDN rules. The seventh column shows the sum of previous column values (from second to sixth) and represents the overall time that needed for the automatic deployment procedure – from user-drawn model to fully functional application. The eighth column shows the average time needed for the manual procedure of application deployment without using our platform. The last column shows the speed-up of deployment time as a quotient of manual deployment time (seventh column) and the overall
automatic deployment time (sixth column). In all cases, we were considering the “warm deployment time”, which means that all the necessary Docker images had already been downloaded. Each value in table is an average of 10 measurements.

6 Discussion

Considering the evaluation results, it is noticeable that the presented approach definitely speeds-up the deployment procedure in considered scenarios using the automatic mechanisms, despite the overhead introduced by semantic code annotation, semantic reasoning and code generation. However, it varies from scenario to scenario. The speed-up is most significant in the second case, as SDN rules were not generated and applied, which reduces the deployment time. Despite the fact that generating SDN rules and applying them to SDN controller slows down the overall deployment procedure, it can lead to performance benefits. It is also observable that the semantic annotation in second scenario lasts more than the others, as the considered deployment diagram was larger than the rest, involving more devices and tasks that need to be traversed during the code generation. Moreover, the time needed for semantic reasoning is also longer, as the deployment.

Comparing the code generation and overall deployment time with solutions presented in [11] and [12], it is concluded that this solution is slightly slower, due to fact that previously presented tools only provide static deployment of container-based applications and do not leverage the benefits of Software Defined Networking neither involve any kind of any semantic analysis, which introduces additional overhead. Similar infraction test application case study was presented in [12], where it achieved faster deployment and code generation time. This can be explained by the fact that the solution from [12] does not involve container volume management mechanisms, as less time is needed for deployment without mounting the corresponding volumes. To sum up, the previous solutions do provide greater speed-up than this one, but they lack certain features, such as SDN-enabled networking and container volume management.

On the other side, comparing with another existing solution [8] which is oriented on automated, model-driven deployment of virtual machine-based Cloud applications, we can notice that the relative speed-up obtained in [8] was greater, while the deployment time of our solution is much faster, as expected. This can be explained by the fact that the manual virtual machine setup and configuration generally takes more effort compared to container-based approach. When it comes to absolute deployment duration, it is much quicker in container-based approach, as there is no need to spawn a full operating system (using hypervisor) each time we deploy a task, which is an advantage in favor
of container-based systems, especially when we take into account that low-power Raspberry Pi devices are involved. That solution does not provide support for Edge devices with ARM architecture and has quite limited support for virtual network functions and software-defined networking (only the deployment of virtual firewalls and firewall rules).

7 Conclusion and Future Work

The outcome of research presented in this paper is a framework that enables highly automated deployment of VNF/SDN-enabled container-based applications to support future services and architectures that introduces a significant speed-up of the operations, which is of utmost importance in trending DevOps software development methodology. Application deployment time (and so the speed-up) using the proposed framework depends on the concrete scenario - the number of devices involved and services that have to be deployed and also the semantic overhead introduced in specific cases, based on domain-specific rules utilized for semantic analysis. Furthermore, this approach enables the flexibility of applications by providing the capability of computation task movement between the devices with different computing architecture (ARM/x86) and location (Edge/Cloud) in order to comply with pre-defined legal constraints and policies.

The combination of VNFs, SDN and container-based virtualization has great potential for cost reduction as it is not always necessary to rent a full virtual machine for each of the network functions and cuts additional expenses for buying the vendor-specific networking hardware while providing ability of responsive, dynamic quality of service control and fine-tuning at the same time, that could be highly beneficial in Edge Computing use cases.

However, containers are quite new in universe of network function virtualization and there is still a lot of development in progress, as there are many open issues, especially when it comes to security [20]. In container-based virtualization approach, the host’s operating system is exposed to all containers, which introduces potential security issues related to multi-tenancy. Therefore, traditional virtual machines are still ahead from this point of view. Also, the list of available containerized virtual network functions is still quite limited, but the support is about to be extended in future. Despite the existence of security issues, utilizing containers for deployment of virtual network functions seems promising approach, considering the much smaller overhead compared to full-fledged virtual machines which leads to smaller delay, better performance as shown in [21] and also faster deployment time which is crucial in cases of service re-deployment according to the network condition changes with purpose of increasing the quality of service.
For future work, the detailed performance evaluation for the applications using the generated SDN rules is planned (especially when it comes to scenarios that leverage the synergy of VNF and SDN) and extension of the reasoning mechanisms to support novel use cases of future 5G networks, where they are recognized as enabler technologies [22]. Additionally, the application of more sophisticated data analysis techniques to extract the hidden knowledge about the network state and performance from the monitoring data is considered. Furthermore, leveraging the Docker Swarm replication features and implementation of data management mechanisms that will enable persistence of container data for all the running replicas of a task could be highly beneficial, when it comes to scalability and features related to fault tolerance while making the container-based applications more robust.
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