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Abstract: Theoretically, several self-tuning control (STC) algorithms have been developed and many simulation results have proved their feasibility in the past years, but applications of STC are hardly seen. This paper proposes direct and indirect STC plans that can be applied to a chemical process system with a time delay auto-regressive and exogenous model of a varied time constant. The plan controller is a combination of a generalized minimum variance control (GMVC) strategy and an identification algorithm (simplified parameter) called recursive least squares to estimate controller parameters for the direct method and plan parameters for the indirect method. The experimental results show that GMVC is able to track the desired input or set point.
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1 Introduction

Self-tuning control (STC) is a type of adaptive control that was developed by Astrom and Wittenmark [1 – 3]. The basic idea of STC is to construct an algorithm that automatically modifies the parameters until they reach a specific requirement [4, 5]. This is done by the addition of an adjustment mechanism, which monitors the system (in a controlled setting) or the signal (in a processing setting) and regulates the coefficient of a corresponding controller or signal processor to maintain the required performance [6]. The main idea of the STC system is described in the following [7].

Unknown or time-varying plant parameters are estimated using a parameter estimator that is based on the control signal (input \( u(t) \)) and the plant’s signal (output \( y(t) \)).

The estimated parameters are used in the design of controller parameters via the controller algorithm design module. The controller parameters are adjusted according to the estimated plant parameters. Fig. 1 below represents the general structure of STC.
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Fig. 1 – *General structure of an STC [8]*.

STC can be divided into direct and indirect schemes. The direct STC technique is a function used to minimize output variance, hence the name minimum-variance-control (MVC) [8–10]. Another aspect of direct STC is that it is based on adaptive pole-assignment algorithms introduced by Astrom et al. [11, 12]. The poles of a closed-loop system are assigned depending on the performance requirement [13, 14]. As for the indirect scheme, the parameters of the process are specified directly and then the regulator parameters are computed according to the process model and the selected control law [15]. However, the regulator parameters are identified and directly updated for an indirect scheme, so the indirect process requires a shorter computation time than the direct method [3, 16, 17].

Mourad and Samira applied direct STC to a class of great-scale systems [18]. The schemes are described by linear time-invariant patterns with unknown and possibly slowly varying parameters. The use of the generalized minimum variance control (GMVC) technique in conjunction with the recursive least squares (RLS) identification algorithm displays sufficient flexibility [19]. In addition, Allidina et al. [20] proposed direct STC via the pole-assignment technique. However, this method needs more online computation time than GMVC STC [21, 22]. The unknown parameters of the regulator are estimated online using the recursive estimation method [23]. Comparisons of many different identification and parameter estimation methods have been described in [24]. The main contributions of this paper are organized as follows.

First, a GMVC with RLS for both direct and indirect schemes is used to describe a process system. Second, the parameters of both of these schemes are presented through Matlab (MathWorks 2016b) simulation [25]. Finally, the conclusion is given.

2 Controller Design Procedure

This paper is divided into indirect and direct STC schemes. Details of the direct method are presented in the first part followed by detailing of the indirect scheme in the second part. A general block diagram for process systems used in
this study is shown in Fig. 1. The design criterion contains both the magnitude of input signals and the output error variance, adding the ability to expand non-minimum phase plants. The system is described by the following transfer function:

\[
G(s) = e^{-T_D s} \frac{1}{\tau s + 1}.
\]  

(1)

where \( T_D \) is the time delay of the process and \( \tau \) is a time constant. It is assumed that the value of \( \tau \) varies based on the sampling time below:

\[
\tau(t) = \begin{cases} 
0.5, & \text{for } t \leq 10 \text{s}, \\
2, & \text{for } t \geq 10 \text{s}.
\end{cases}
\]

The performance of the two controllers must be compared via computer simulation. The transfer function describes in (1) then leads to the following discrete time \( Z \)-transfer function form:

\[
\frac{y(s)}{u(s)} = \frac{1}{\tau s + 1} e^{-T_D s}.
\]

From the table of \( Z \) transforms [26]:

\[
\frac{1}{(s+\tau)} e^{-K_T s} \rightarrow \frac{(1-e^{-(T/\tau)})z^{-(K+1)}}{1-e^{-(T/\tau)} z^{-1}} = \frac{y(t)}{u(t)},
\]

(2)

For \( T_D = 0.2 \) and \( T_S = 0.1 \), then \( K = 2 \).

2.1 Direct schemes

![Fig. 2 – Direct GMVC block diagram.](image-url)
In direct self-tuning GMVC, the parameters of the controller are estimated using RLS. A schematic representation of the direct adaptive model reference control system is shown in Fig. 2 [27].

The controller structures or parameters can be determined based on the discrete-time transfer function of the plant in reference to (2) and the block diagram above. When taking $P = Q = R = 1$, the unique solution of the remaining controller parameters can be obtained [28]. Table 1 summarizes the information obtained so far.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>$t \leq 10$</th>
<th>$T &gt; 10$</th>
<th>Note</th>
<th>Define</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>GMVC Controller</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$K_m$</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$K_{if}$</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$P_o$</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$q_o$</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$r_o$</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$h_o$</td>
<td>1.000</td>
<td>1.000</td>
<td></td>
<td>Estimated by RLS algorithm</td>
</tr>
<tr>
<td>$f_o$</td>
<td>1.181</td>
<td>0.049</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$f_1$</td>
<td>0.148</td>
<td>0.0472</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$f_2$</td>
<td>1.211</td>
<td>1.159</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$g_o$</td>
<td>0.671</td>
<td>0.904</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Plant</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$a_o$</td>
<td>1</td>
<td>1</td>
<td></td>
<td>Problem defined</td>
</tr>
<tr>
<td>$A_1$</td>
<td>$-0.8187$</td>
<td>$-0.951$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$b_o$</td>
<td>0.1813</td>
<td>0.0482</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$c_o$</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$K$</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

According to this information and based on the self-tuning GMVC algorithm in Table 1, the parameters of $F$, $G$, and $H$ are estimated directly using the following steps:

**Step 1:**

$$\phi(t) = Py(t) - Rw(t - k) + Qu(t - k)$$  \hspace{1cm} (3)

**Step 2:**

$\hat{G}$, $\hat{H}$, and $\hat{F}$ are estimated using the RLS algorithm based on the equation an adapted from the case study as follows:

$$\phi(t) = \hat{G}y(t - k) + \hat{F}u(t - k) + \hat{H}w(t - k) + \xi(t),$$ \hspace{1cm} (4)

$$F = f_o + f_1 Z^{-1} + f_2 Z^{-2},$$ \hspace{1cm} (5)

$$\phi(t) = g_o (t - 3) + f_o u(t - 3) + f_1 u(t - 4) + f_2 u(t - 5) - h_o w(t - 3).$$ \hspace{1cm} (6)
In this step, we apply RLS in order to estimate the controller parameters from (6):

\[ \phi_{RLS}(t) = \begin{bmatrix} y(t-3) & u(t-3) & u(t-4) & u(t-5) & -w(t-3) \end{bmatrix} \begin{bmatrix} \hat{g}_o \\ \hat{f}_1 \\ \hat{f}_2 \\ \hat{h}_o \end{bmatrix}. \] (7)

**Step 3:**

The GMV controller is calculated using:

\[ u(t) = -\frac{\hat{G}}{F} y(t) + \frac{\hat{H}}{F} w(t). \] (8)

**Step 4:**

The algorithm is repeated until the maximum number of iterations is reached.

### 2.2 Indirect scheme

In indirect schemes, the Z-transfer function described earlier in (2) needs to be rearranged form plant model as shown by the equation below, where the noise value \( C \) is initially set as 1.

\[ y(t) = \frac{B}{A} u(t) + \frac{C}{A} \varepsilon(t), \] (9)

\[ = \frac{bz^{-2}}{1-az^{-1}} u(t) + \frac{1}{1-az^{-1}} \varepsilon(t). \] (10)

Therefore, by comparing (8) and (9), we get the plant coefficient as follows:

\[ E = 1 + e_1 z^{-1} \quad \text{and} \quad G = g_o, \] (11)

\[ AE + Z^{-k} G = PC. \] (12)

where the \( PC \) value is set to 1 in this design and the unique solution of the controller coefficient is obtained as in Table 2. The values of \( a \) and \( b \) depend on the time delay of the process \( T_D \), which is set as 0.1 s.

In the light of the information above and based on the self-tuning GMVC algorithm in Table 2, this value will be used to set our plant parameters in Matlab Simulink.
Table 2
The parameter values $a$ and $b$.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Predicted values</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\tau = 0.5 \text{ s}$</td>
</tr>
<tr>
<td>$A$</td>
<td>0.1813</td>
</tr>
<tr>
<td>$B$</td>
<td>0.8187</td>
</tr>
</tbody>
</table>

For the indirect GMVC model, the value of $F$ can be obtained based on the equation below:

$$F = EB + \lambda C,$$

\[\therefore = (1 + a z^{-1}) b + \lambda,\]  \hspace{1cm} (14)

where $\lambda = 1$ is set in our design. Lastly, the parameter $H$ needs to be fed into the design and can be found by means of the formula below:

$$H = RC.$$

With all the parameters that have been determined above, the block diagram for the indirect scheme is as shown in Fig. 3 below.

![Block diagram of indirect self-tuning GMVC](image)

Fig. 3 – Block diagram of indirect self-tuning GMVC.

3 Simulation Results and Discussion

From the simulation, GMVC is introduced into the system to follow the set-point input and can estimate any change in the parameters and self-tune the control system. Table 3 lists all the information used in the simulation.
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<table>
<thead>
<tr>
<th>Parameters in Matlab Simulink.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sampling time</td>
</tr>
<tr>
<td>Run time</td>
</tr>
<tr>
<td>Noise power amplitude</td>
</tr>
<tr>
<td>Input power amplitude</td>
</tr>
<tr>
<td>Input</td>
</tr>
<tr>
<td>Input period</td>
</tr>
<tr>
<td>Input duty cycle</td>
</tr>
</tbody>
</table>

3.1 Direct self-tuning GMVC

Fig. 4 shows the complete architecture of the direct GMVC model, which consists of:

1. A parameter estimator that directly estimates the controller coefficients as shown in Fig. 5. It is found that the controller coefficients change with changes in the set-point value and are also affected by changes in the plant parameters;

2. A controller which produces the desired control signal according to the set-point and the calculated controller coefficients from the parameter estimator.

The direct GMVC output response is shown in Fig. 6. It has successfully tracked a change in the set-point and is able to compensate for any change that happens in the system as shown at time $t = 10$ s, when the time constant of the system has been changed.

Fig. 4 – Direct GMVC model to control time variant system.
In direct GMVC, the parameters estimated using RLS are $h_o, f_o, f_1$, and $g_o$, as shown in Table 1. These estimated values are fed into the controller to perform the correction, so the output ($y(t)$) is able to trace the set-point ($w(t)$).
3.2 Indirect self-tuning GMVC

In the indirect method, the parameters are estimated and obtained as previously stated in Table 2 and fed into the controller to perform the correction, so the output \( y(t) \) is able to trace the set-point \( w(t) \).

![Fig. 7 – Indirect GMVC model to control time variant system.](image)

![Fig. 8 – The estimated parameters of the plant.](image)

Fig. 7 shows the complete architecture of the indirect GMVC model. It basically consists of:
1. A parameter estimator that estimates the parameters of a plant as shown in Fig. 8. The estimated parameters represent coefficients of the equivalent discrete transfer function. This allows the controller to track any change in the plant parameters;

2. A design algorithm that calculates the coefficients of the controller according to the estimated values of plant parameters.

The indirect GMVC algorithm response is shown in Fig. 9. It can track the change in the set-point and also shows the change in the system parameters at the time of 10 s. Indirect GMVC begins adapting itself to the new values of the plant. Finally, it can compensate for any parameter variations occurring in the control system.

The results show the output of the indirect GMVC applied in the process plant. For the first 10 s, the result of $\tau = 0.5$ is represented. After 10 s, the output represents a result of $\tau = 2$. The result shows that the indirect scheme takes longer to trace the set-point.

![The response of the system by using Indirect GMVC](image)

**Fig. 9** – *System response after adding indirect GMVC control.*

### 4 Conclusion

This paper has explained the implementation of a direct and indirect generalized minimum variance algorithm to control a time variant system under different operating conditions. The results show that both schemes are able to perform their tasks successfully. Further study is suggested to explore the use of other controllers to solve such problems. The development of the direct and indirect GMVC models leads to improvements in the system response. The
integral absolute error between the output and the set-point is reduced to a very low value compared to the open loop output as shown in Table 4. The optimal values of the estimated controller parameters for each model are obtained by using RLS. The integral absolute error of indirect GMVC is lower than that of direct GMVC. However, designing direct GMVC reduces the amount of control effort required as it combines the parameter estimation and controller design algorithm in one operation.

Table 4

<table>
<thead>
<tr>
<th>Control algorithm</th>
<th>Integral absolute error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Open loop</td>
<td>2347</td>
</tr>
<tr>
<td>Indirect GMVC</td>
<td>109.3</td>
</tr>
<tr>
<td>Direct GMVC</td>
<td>123.4</td>
</tr>
</tbody>
</table>
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